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Abstract—Because of recent improvements to Bangladesh’s
roads and highways, Automatic Number Plate Recognition
(ALPR) has become a crucial component. Numerous crimes,
including kidnapping, failure to pay tolls, and harassment of
women, occur on both public and private transportation. The
security forces will be able to locate offenders more quickly with
the earlier and more accurate detection of license plates. The
authors of this research proposing a deep learning-based fusion
model for ALPR that integrates CNN and GRU on the basis
of these circumstances. A total of 4753 images from various
Bangladeshi roads and highways have been collected for training,
validation, and testing purposes. The dataset consists of three
classes of data namely Private cars, Public buses, and Trucks
where all the images are in RGB format. To get precise and
reliable findings, a variety of preprocessing approaches have been
applied. After passing the images to the proposed architecture
all the necessary parameters have been fine-tuned that causes
a lesser amount of trainable parameters and more accuracy.
The research demonstrates that the suggested CNN-GRU based
fusion architecture, with a 98.97% F1-score, outperforms the
leading models. Both static photos and CCTV video material can
be used to accomplish ALPR tasks with comparable efficiency.
Later, Explainable Artificial Intelligence (XAI) model SHAP has
been used in order to interpret the outstanding result with a
region of features.

Index Terms—ALPR, fusion, CNN, GRU, SHAP, license-plate,
recognition

I. INTRODUCTION

In areas where complex patterns are difficult for humans to
interpret, computer vision techniques are improving the com-
prehension of intelligent systems. In 2022, there were more
than 6700 traffic collisions and accidents, and 45% of the ve-
hicles involved were unfit for the road [1]. Approximately 5.35
million automobiles are currently on the road in Bangladesh.
Unquestionably, the primary feature of a car that identifies a
criminal is its license plate [2]. Numerous studies have been
conducted to identify license plates written in English and
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other languages [3-6]. Lexical structure of Bengali language is
ambiguous for machines to understand. Bengali license plate
detection and recognition with discernment is more difficult
for machines because of the ambiguity in the language [7,8].
We will be able to instantaneously track automobiles from
anywhere by establishing an intelligent system. The intelligent
system must be capable of reliably detecting license plates
under a variety of circumstances. Long-running vehicles may
have license plates that are positioned differently and may
have numbers or letters that are illegible [9]. Even from video
footage, it is difficult for robots to recognize license plates
at dusk. Multiple automobiles frequently appear in photos
or videos, necessitating the need for sophisticated algorithms
to distinguish between them. To get precise findings from
video footage, each frame must be processed appropriately
[10]. Parking lots, in addition to various other locations like
toll collection zones, can benefit from automatic license plate
recognition (ALPR). ALPR can have a significant influence in
areas where security is a top priority. Authors of this study
focus on developing a novel, finely tuned Convolutional Neu-
ral Network-Gated Recurrent Unit (CNN-GRU) based deep
learning architecture to detect and identify Bengali license
plates in various ambient situations after taking all the relevant
factors into consideration. Motivations and contributions of
this research are stated in Section I. Section II recognizes all
the recently attempted researches in this sector along with their
advantages and disadvantages. Description of the gathered data
and necessary methodologies are stated in Section III. All
the necessary preprocessing techniques of the collected data
and description of the proposed model are presented also in
this mentioned section. The achieved results are analyzed and
compared with the state-of-the-art architectures in Section IV.
Finally the future direction of this research is discussed in
Section V.
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A. Research Motivation

In recent years, Bangladesh has undergone numerous ad-
vancements, including the building of numerous new high-
ways. In order to prevent any unfavorable circumstances like
unpaid tolls, car accidents, and parking allotments, security
considerations must also be taken into account. To find and
identify automobiles that conduct such crimes, an intelligent
system must be implemented in those regions. The authors’
main goal is to present a fine-tuned fusion model that can
quickly detect license plates. Another issue to be concerned
about in areas with problematic weather is accuracy. Finally,
in order to comprehend the output data, the authors used
an Explainable Artificial Intelligence (XAI) algorithm. This
fusion model using static images and video is used to carry
out ALPR tasks.

B. Contributions of this Research

Major contributions of this research can be encapsulated as
follows:

I) Proposing a fine-tuned CNN-GRU based fusion model
to perform ALPR tasks faster with improved accuracy using
cutting-edge architectures.

II) The proposed model will prevent significant crimes
from occurring on highways. Culprits in road accidents can
be identified easily. The proposed model can be implemented
inside a system in parking areas also. License plates can be
detected from live footage also. The model performs these
tasks with fewer trainable parameters than most deep learning
architectures. Traffic controls will also be feasible with the
application of the proposed model.

III) 4753 images are gathered by the authors where three
classes of vehicles are included. The achieved result is inter-
preted with an XAI algorithm to understand how features are
extracted.

II. LITERATURE REVIEW

An enormous amount of research has taken place for ALPR
tasks in the English language, where the amount of research
in Bengali license plate detection is insufficient. In [11],
authors have proposed a system for detecting and recogniz-
ing vehicle number plates using computer vision techniques.
The system comprises image preprocessing, plate detection,
character segmentation, and recognition stages. The proposed
method shows promising results on various datasets, making it
a potential solution for automated traffic monitoring systems.
Nevertheless, real data evaluation needs to be performed in
this project. The authors present a computer vision-based
method for detecting and recognizing license plates in parking
lots. The proposed process involves image acquisition, pre-
processing, plate localization, segmentation, and recognition.
The results of [12] indicate high accuracy in detecting and
recognizing license plates, making it a promising solution
for automated parking management systems. However, where

fine-tuning is missing, deep learning models need to be in-
tegrated appropriately. Convolutional Neural Network (CNN)
is widely used to extract image features. Exploding gradient
problems and overfitting are challenging factors while identify-
ing images from CNN. Considering this, this research proposes
a method for detecting and recognizing license plates using
the YOLOv3 object detection framework and the ILPRNet
recognition network. The proposed method [13] achieves
high accuracy on various license plate datasets, making it a
promising solution for automated traffic monitoring systems.
The method can also recognize license plates from different
countries.
In [14], the authors identified Bangla number plates using
computer vision and convolutional neural networks. Trainable
parameters are higher in the proposed model, which is a matter
of concern. The researchers review methods for [15] detecting
and recognizing car number plates using the particle swarm
optimization algorithm. The review analyzes the strengths
and weaknesses of different approaches and highlights the
potential of combining particle swarm optimization with other
techniques for improving the accuracy of car number plate
recognition systems. Proposing a lightweight, fully convolu-
tional neural network for license plate detection is the focus of
[16]. The proposed method achieves high accuracy in detecting
license plates with a few parameters, making it computation-
ally efficient. The method is tested on various license plate
datasets and shows promising results, making it a potential
solution for real-time license plate detection applications. The
method described in [17] proposed a feature extraction-based
neural network for performing ALPR tasks. The proposed
algorithm is based on the Gated recurrent unit (GRU), where
fine-tuning was not performed. However, the sequence infor-
mation of the images is not appropriately preserved in the
proposed architecture. Researchers find an empirical study
on different license plate detection and recognition methods.
The study compares and evaluates the performance of various
techniques on different datasets. The study’s results [18]
provide insights into the strengths and weaknesses of different
methods, making it a valuable resource for researchers and
practitioners working in the field of license plate recognition,
where no novel architecture has been proposed. The study
[19] compares and evaluates the performance of different
techniques for license plate detection and recognition. The
study uses various datasets to analyze the robustness and frailty
of different methods.
The method achieves high accuracy in recognizing license
plates in various lighting and weather conditions, making it
a potential solution for automated traffic monitoring systems
in Iraq. The proposed approach is tested on different datasets
and shows promising results. Fusion models in Bengali ALPR
tasks still need to be proposed, and these models are more flex-
ible and durable in detection and recognition tasks. The CNN
model automatically extracts significant features from images
and videos. The problems of CNN, which are overfitting and
exploding gradient problems, can be solved using GRU. Van-
ishing and exploding gradient problems are properly overcome
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by GRU architecture, where the memory requirements are very
truncated. The proposed model can identify all research gaps
in previous endeavors. Several evaluation metrics have been
judged to justify the effectiveness of the proposed model.

Identifying all the research gaps in the previously mentioned
research, authors intend to propose a deep learning based
fusion model that can identify license plates from real world
data.

III. RESEARCH METHODOLOGIES

The predominant target of the authors is to identify license
plates from numerous vehicles. Three types of vehicles have
been considered for detection and recognition purposes. To
accomplish this task, data has been gathered from images
collected from several busy highways in Bangladesh. In total,
4753 images have been gathered, where 2000 images are from
private cars, 1753 images are from public buses, and 1000
images have been collected from truck license plates. After
data collection, several preprocessing techniques were applied
to achieve better performance from the deep learning-based
fusion model. The dataset is split into three sets: the training,
validation, and test sets. To avoid overfitting, early stopping,
and dropout have been applied. The proposed fusion model
is fine-tuned to achieve maximum results after applying the
test set. Several evaluation metrics have been observed to
understand the efficiency of the model. Later, license plates are
detected from CCTV footage where the model has performed
tremendously important. Fig 1 represents the whole workflow
of the proposed methodology performed in this research.

Fig. 1. Workflow diagram of this research

A. Description of Dataset

The dataset used in this research has been gathered by
the authors manually. Numerous types of vehicles are usually
found on the highways of Bangladesh, where public buses
and private cars are the most common. According to [20],
60% of crimes have been performed in these vehicles, where
kidnapping is the most common in private cars, and women’s

harassment is primarily done in public buses. Regarding road
accidents, trucks are leading the percentage in such cases.
Table 1 represents the detailed value counts of each class of
data. Fig 2 shows some of the images gathered by the authors.

TABLE 1
AN OULOOK OF THE GATHERED DATASET OF THIS RESEARCH

Class name Value counts
Private cars 2000
Public buses 1753

Trucks 1000

Fig. 2. Images from the utilized dataset in this research

B. Data Preprocessing

Preprocessing data is done to make it more accurate, reli-
able, and to get rid of discrepancies. The collection includes
pictures with various heights and widths. All of the images
have been downsized to 128 x 128 pixels, with RGB as the
default picture format. The dataset is applied with the Gaussian
filter to blur the photos. By obscuring unnecessary informa-
tion, blurring enables the extraction of necessary features and
the reduction of noise. A blurred image has fewer pixels and
their associated values, which results in a lesser file size. The
next step is data augmentation, which improves the model’s
capacity for generalization. Another important benefit of data
augmentation is that it lowers the likelihood of overfitting. The
conversion of images after applying gaussian filter is shown
in Fig 3.

Fig. 3. Transformation of images after applying filter

A number of activities have been carried out to augment
data. The operations utilized in the data augmentation process
are shown in Table 2, along with their values.

After that LabelBinarizer() is applied for converting all the
classes into categorical values using the NumPy library. For
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TABLE 2
DATA AUGMENTATION DETAILS

Name of the operation Value
Range of rotation 25
Range of zooming 0.23
Range of height 0.15
Range of width 0.15

Flip on horizontal side True
Flip on vertical side True

Mode Nearest
Range of shearing 12

performing all the calculations NumPy array is utilized. All
the images are converted into NumPy arrays for ignoring
ambiguity in calculations.

C. Description of the proposed model

The primary purpose of using CNN is to reduce the higher
dimensionality where no information will be lost. For pattern
recognition and image detection CNN is widely applied. The
major disadvantage of CNN is to become overfitted at a spe-
cific time. Understanding the orientation of objects is another
lacking of CNN. GRU allows an understanding of objects’
orientation by preserving the images’ sequence information.
The applicability of GRU in this fusion model allows the
proposed model to be faster and avoid the issue of overfitting.
In the proposed model, three CNN layers have been used.
A Max Pooling layer follows each of the CNN layers. To
accomplish this task, the Keras library is utilized, whereas
in the backend, Tensorflow is used. Researchers have applied
dropout after each of the convolution layers. The batch size
is set to 128 in the training case. In the validation set, the
batch size is 68, whereas, in the test set, the batch size is 128.
Adam optimizer is used here as it is suitable for non static data.
The input size of the images is 128 X 128, which are placed
into the filters. For generating feature maps, filters are passed
one by one. The stride value is set to 1 where no padding
has been applied. In the Maxpool layer, the stride is set to
2, along with kernel size being set to 2 X2. After performing
all the operations in the convolution layers, the images are
passed to GRU units. The input and output gates of LSTM
are replaced by a single Update gate in GRU. Preserving the
sequence information of images is easier in GRU as it controls
how much feature needs to be restored. GRU is faster, and the
number of trainable parameters is much less. The integration
of GRU in this model allows using fewer convolution layers
which reduces the total amount of parameters. As a result,
the model performs faster and precisely. Fine-tuning of the
hyperparameters allows the model to process data more effi-
ciently. After obtaining the image data from GRU, Flatten()
is applied in the model. Flatten allows multidimensional data
to be converted into one dimensional data. After that data is
passed into two dense layers. ReLU activation function is used
in order to introduce non-linearity in the data. In the final
dense layer, Softmax activation function is applied because
of multilabel data. Fig 4 shows the pictorial representation of

the proposed model. Tuning of hyperparameters are detailed
shown in Table 3 with their values.

Fig. 4. Procedure of License plate detection

TABLE 3
HYPERPARAMETER DETAILING OF THE PROPOSED ARCHITECTURE

Hyperparameter Value
Number of convolution layer 3

Epoch 10
Stride 1

Kernel size 2
Activation function ReLU and Softmax

GRU units 128
Loss function Categorical cross-entropy

Recurrent dropout 2
Optimizer Adam

Learning rate 0.00024
Regularizer L1

D. SHAP (Shapley Additive Explanations)

To interpret the results shown by the proposed model
authors have focused to use SHAP XAI model. By giving
each feature or input variable used by the model a relevance
value, it offers a mechanism to explain how the model’s pre-
diction turned out. The significance value illustrates how each
element contributes to the anticipated result. Shapley values
are employed in the context of machine learning to equitably
share each input variable’s contribution to the final prediction
provided by a model. SHAP is an effective technique for
deciphering machine learning models, and it can help both
technical and non-technical audiences have more faith in and
understanding of these models.

IV. EXPERIMENTAL RESULT ANALYSIS

To understand the efficiency of the model, several evaluation
metrics have been observed. The model is trained on the image
dataset, where the dataset was divided into three categories.
The model was run up to ten epochs in a training and
validation set where the proposed deep-learning-based model
has shown a 98.97% F1-score at epoch 8 in the training
phase. Table 4 reflects the confusion matrix shown by the
proposed model in the test set, where it has been observed the
model has significantly performed well in identifying images
of all categories. The model has shown maximum efficiency
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TABLE 4
CLASSIFICATION REPORT SHOWN BY THE PROPOSED ARCHITECTURE

Class Name Precision Recall F1-score Accuracy
Private cars 100% 99.97% 99.98% 99.14%
Public buses 98,65% 99.14% 99.96% 98.45%

Trucks 98.29% 98.17% 98.05% 98.18%

in terms of identifying Private cars. The reason behind this is
the availability of many training images.

On the other hand in the case of Trucks the model has
performed slightly down as the availability of the truck images
are comparatively lower in the training and validation set.
To understand the efficacy of the proposed model it has
been compared with the previous studies [21-23]. To compare
between the architecture the authors have focused on the F1-
score and trainable parameters. Fig 5 shows, the model has
outperformed the state-of-the art architectures in terms of F1-
score. In [23] CNN model has been proposed where four
convolutional layers have been fine-tuned by the researchers.
The proposed fusion model outperforms this model in terms
of F1-score. The integration of GRU has made it possible due
to preserving sequence information.

Fig. 5. F1-score comparison with the previous studies

Comparing the deep learning architectures in terms of train-
able parameters is also another important evaluation criteria.

From Fig 6, it can be seen that the trainable parameters
are lesser in the proposed model. The prime reasons for that
is the availability of a lesser amount of convolution layers
and fine-tuning all the essential hyperparameters. GRU has a
lesser amount of trainable parameters that allows the model
to identify license plates at a faster rate. While comparing
with the elapsed time, it has been shown the model can detect
license plates faster than other models because of a lesser
amount of trainable parameters.

The next step is to identify license plates from live videos
from CCTV. To implement this feature authors have used
OpenCV. The frames from the videos are first captured then
using the HAAR classifiers the videos are processed. In terms
of detecting the Viola-Jones algorithm of OpenCV is utilized
where multiple cascade layers have been integrated. Fig 7

shows the successful detection of license plates from live
CCTV footage.

Fig. 6. Trainable parameter comparison with the previous studies

Fig. 7. Detection of license plates from CCTV footage videos

Furthermore, authors are focused to interpret the results
by the SHAP XAI algorithm to understand what features are
extracted from the images. Fig 8 shows that after providing the
images into the XAI algorithm it extracts the region of license
plates. The primary reason for this is to apply the Gaussian
filter as it blurs all the unnecessary points from the images.

V. CONCLUSION AND FUTURE WORK

In this research, the primary objective is to identify license
plates from moving vehicles along with images to avoid any
kind of unwanted circumstances. A deep learning-based fusion
architecture has been proposed to accelerate the whole process
regarding the ALPR. The proposed architecture has shown
exceptional performance and outperforms state-of-the-art ar-
chitectures in numerous evaluations. The result is interpreted
using the SHAP XAI algorithm, from which the features
have been extracted. In the near future, authors will focus on
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Fig. 8. Feature region detection using XAI

optimizing the model so that detection can take place faster.
Optimizing the hyperparameters will increase the efficiency of
the proposed algorithm.
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